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A comprehensive outline of available tools within your core applications
merged with real world / practical explanations. This systems focused
review is utilized in Best Practice IT Shops across the globe. Use it ag

check list to ensure that your Meeéith systems are not only HIPAA
800-32 Compliant; but actually providing the patient centric
information needed by our clinicians to deliver excellence in patient
care.




Why monitor and maintain the core systems that your clinicians rely on to care for their patients?

Active monitoring & maintenancef these systems wiiltlentify and mitigate problems before they are
noticed by the clinicians. If left unmanaged, these issues usually surface in the patient care areas and
contribute to the delay in patient care. When monitoring & maintenance are not performedgnetht
regularity, we find ourselves being called for support on issues after the clinicians run into prodlbese
GG2dzOK LRAYyGae | faz2 02yl NKO ®2abd 8084 foe Ratzlyai@idlig LI A y O
Integrity, and SecurityBeing proactive wi this approach will reduce support calls, improve the reliability of
the systems, increase end user adoption, and ultimately help improve patient care. Yes, help improve patien
carec because ilowned systemshung sessions, locked jobs, clogged quewand missing data contribute to
negative patient outcomes, thethe inverse must also be true

This reference material is not intended as a comprehensive technical manual that describes any of the
processes contained heiia. For full details, phase réder to the process specific documentation provided by
your vendor. The information shared with each screen shot below is subjective and general to convey the
concepts regarding the value of monitoring and maintaining each process. There are sometiraglanor
one way to accomplish these steps; but | share these with you as a reference to start with. Please let me
know if you have recommendations to include other valuable processes that would help identify systems
issues before the clinicians encounf@oblems with their patient care applications.

Not only does this service include monitoring and maintaining commonly accessed processes, it also
takes care of the database analysis and compactions which are frequently overlooked until there is a problen
Managing the backups, IDRs, and ultimately thesa# data replication for Disaster Recovery are also handled
by this service.

Ensuring the stability and availability of your systems is instrumentalping hose delivering patient
care,the succes of your organization and its growth. Afferf { > &2 dz ¢g2dz Ry Qi &l yia
an unreliable or shaky foundation.
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Locks Justlike the door to your home, a lock is not necessarily a bad thawgmne locks are valid and intentional and
should be left alone until cleared by a normal procadswever, if you are viewing the locks within any application and
notice that the recordsre not indexing (changing) then you may have an issue with this laaks in general, should

not extend beyond an 8 hour shiftf they are, then they are suspect and should warrant further investigatidost

valid locks last a few minutes; but ldaf Ry Qi 350G SEOAGSR | o62dzi 2yS GKIFG A&

for a clinician to be working on a record for that long.

Midnight run- Generally speaking, this is the sign of a healthy close of day and the start of the next 24 houit cdogk.
good practice to benchmark how long each of them usually takes to comgfgteu know what a normal midnight run
RdzNI GA2y AazX (GKSy @&2dzxQft 6S o6ftS (2 O2yySOG GKS R2Ga&

In rare cases, you might even notice that a midnight run had never comptgtiek for a little investigatory work.

Background jobsimagine a fence between two adjoining yardéu and your neighbor share gardening tools and set

up a process that involvesaaing the tools on top of the fence when you are done with them so the other person can
grab them and use them nextf my neighbor places the item on the fence, then their process is working fine; but that
does not mean that | necessarily took the iteffithe fence for my useThat is my background process and now my
garden will show signs that | did not use this itedust as a patient record sent from ADM to PHA, does not mean PHA
picked it up for use within its table§. 2 OK S O{ 0 2 U dckglouritl jobs forladtivit2whéhdou 8ee something,
2NJ Ay UGKA A& Oheandrg acho2sigiig intd &rSpphcétidn will sometimes start a stalled background job.

| I @S 82dz SOSNJ 4SSy GKS GSYLRZNI NE SNNENS ST EGKS  ad K Y1
fine. For a clinician, it is another error to deal with and perhaps get sidetracked; but to I.S. it is a normal part of system:

monitoring & maintenance and should trigger a deeper look into integrated/interfacedasses.

Print processesSome application specific print queue managers allow manipulation of the@dhtd Q4 RSAGA Y I
status. Some allow holding, halting, or cancelling, and some just allow you to list what is currently in the ¢ueue.
generalyviewing these processes with sufficient frequency will help you see if bottlenecks exist, problematic printers
need attention, or in some cases, where there are wasted jobs & resources to cle®apgtless EMR is a myth; but
lesspaper EMR processeseanot. We still print wristbands, specimen labels, welikts, and patient discharge packets.
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Table of contentsipha)

Over 70touch points with screen shots, explanations, and a place for notes. See you in QriditE 2016.

Consistent monitoring &naintenance othese items cameduce systems issues and support calls by 50%.
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As you can see by the preliminary list on the previous page, there are quite a few vendor provided tools that
can be utilized to check the health of your systems at any time. Just as there are a dozen ways to automate
the output and send results to a mesgge center, any process would still require experienced eyes on the
results to determine if any one of these readings is a real issue, or just a temporary spike that needs a few
YAYydziSa (2 FTAYAEAKOD LQ@S 0SSy AlgthatsPraedde éldé prévides) y R
butintheendcg SQR &LISYR I f20 2F Y2ySeé IyR adAiatt SyR dz
the message and mitigate.

Anyone in the audience ever been burned at the start of your day when you walk in anetireklf facing an
angry environment? (Environment being people and systems.) It is often avoidable through active systems
Y2YAG2NRY 3 g YIFIAYUiSylyOSao {2YS 2F (K24aS daazyRlI &
eventsthat are usually caughand mitigated through a tiress ASMM process. In other words, you never miss
a 2 or 4 hours block of ASMM. Sort of like those Public Safety or Security Officers at most of our hospitals. |
GKS® R2yQid YI 1S {KSAddunNdicdzi/aik HlosSod it Bométiandzdre diffisuk i 3 &
dealwith. L i Q& ( Klcl2 KISRBIF RIKX@2¥852§$2RERY Qi Lizi G KSANI ¢

Delays in patient care caused by invalid locks, hung jobs, halted processes, downed interfaces, picky print
gueues still being tied to an EMR process, or even a forgotten password are typically picked up by these
system sweeps and mitigated long before an end user decides something is wrong and needs to call for help

Short of securing the funding to implement tidrastructure, contracts, set up, and updates involveith

those wellestablished firms who make a sizable profit from providing the eyes & ears for limited systems
Y2YAU2NRY3IS S RSOARSR G2 dGF1S YI G4SN rioktytha2hag dzNJ
no room for missed days or sweeps during each sBijt.utilizing our existing front end tools, scripting, and
aSRAGISOKQa S@OSyid &aOKSRdzZ S Nachst afléss thaiIs20 b day /S day<La wee®.O 2

Doing so has radted support call volume for relatassues by 50% which afsanslates to fewer system
3SYSNI 4GSR RStl@&a Ay LI GASYyd OFNBI AYLINROSR R2O0dzy
reimbursement. (See our LinkedIn post on the ROI of ASMMealthcare.)
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Meditech MAGIC OPS Maintenance Routines
OPSMain Menu screen is our initiagtop:

¢ One of thefirst indicatorsthat we see in OPIS the Alarms count that is displayed on the MAIN OPS MErary

Meditech installation comes prlvadedwith standard Alarm conditions that will trigger a messag®rtunately, you

can also customize the threshold on most activity so that you can trend and catch them before they are actually on fire
2S0pS aSG GKNBakz2ft Ra (2 sbylowvailaate disk $pade,ldsdbidddctdmeyfages, Riulp@ S |
attempts of a bad sign, etc. Wedo this through the Manage Caretaker Text Capture Dictionary. This improves the
advanced notification of those rua&way jobs or custom NPRs with Slasiniables that gobble of fespace within

minutes. Itmakes it a lot easier to triage a support call where someone is having trouble logging in; but does not know
the name of their device or User.IDIt alsohelps identify attempts to log into theystem with false credentials.

E® EXT.OPS (B/LI¥E.MIS/81) - EYTF - SCOTT WHITE

EUTF Alarns: 5

Hachine: A Date: Hou 13, 2828 User: Asmm Eutf
Segnent: A Tine: 16:27 Select?

. Systen Hanagenent . Caretaker

. Database Backup . Security

. Database Hanagenent . Systen Support Tools
. Systen Honitoring . Manage Open Systens

Notes:
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Managing System Alarms

¢ The System Alarms are a great means of telling you that something has already happened. In addition to this, you ce
write an NPReport that peers into the system messages and sends you an email with the status/results on the things
you want to automatically report to those who are responsible for this system. MyaN&Brocesss set up to email,

page, and in general, irritate mantil | respond and correct the shecoming. You gotta love MAGIC.

[ 2ydF OO0 YS AT @&2dzQR tA1S I O02L® 2F (GKS btw GKIFIG R2Sa

H EXT.0PS (£/UIVEMIS/ 107) - WHITE,SCOTT =10/ %

Systen Management - A Select? |

, Susten Infornation Device Manguenen!

. Edit/Display Job Status

. Display Job Status 13, lerninal Hanagenent
/g Spryp : 14, Enter ZEdit Devices

16, Device Inquiry
Nanage SPonTed 17, List Devices
5. Delete Lost Jobs 18, Manage Sigqnon Assignuents Hy Mode

. Enter/Edit/Delete Signon Hessage 19, Printer Status CHAGIC)

lernServer, PL, Renote Host Manasenent

20, Enter/Edit TernServers, PCs, RenoteHosts

2. lernServer, PC, RemoteHost Inquiry
23. List TernServers, PCs, RenoteHosts

Notes:
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OPS System Background, Foreground and CPU Monitoring options

¢ When you know where your apps reside and you check the Who.Q , Background, and Foreground Monitor with
NEJdz F NAGez &2dxQff 1y26 6KSYy (GKSAS ydzYoSNAR af221 3221
specific process/routine thasiconsuming disk and CPU resources. You can even manage these jobs to run at a higher
2N £ 26SNJ LINK2NRGe AT ySSR o0So 2 KSy &2dz SELI yRkal 3yA-
YR vdzSdzSak/ 2dzy G SNE & V2 @FOENEN A OO dz 2 D PE OKENESR &R dz
Who.Q and Foreground Monitor (shown on the next page). Keep in mind, the numbens ishMeditech OPS are like
doing a temperature check with the back of your hand. For a true readiegyais Windows Server UtilitiegsSystem
Monitoring toolsg shown in the lagr pages of this document. However, the benefit here is that you can drill down to

the problematic job and address it.

Current Background Response Tine Honitor Reports

Run Disk Split CPU BPool Rsrud

Hachine __Date _Tine Oueve Queve Act O ir PA uffi

_IIII‘
B4 14/86787 2

CD 14/86/787 2]:48

14/86787 21:48

14786787 21:48

14/86/87 21:48

14786787 21:48

14/86/787 21:48

14786787 21:48

14/86787 21:48

14/86/787 21:48

e s S e Y o R wc Y o N e Y e B wcm
e R s S e o R o Y o Y e Y e B wcm
OO ®
N NONODOoODODD D
e B s S e Y e R o I . R e Y e B e i
e s B e o R wc Y Y e R e B
28 e A e RS o M e B o SN S 98 O o o

Print

Notes:
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The OPS Who.Q routine

¢[221Ay3 G GKS SEIYLXS 06St265s GKSNB R2S8& y20 &l LILISE N
users were reporting delays and general performance issues at this time. Drilling down into each of thegié gobsy

you which programs are tied to these jobs. Theridgldown into their processes will showuthe queryselections on
specific tables and if there are any index issues contributing to the performance proBlefreshing the Who.Q with a
Reconpile every 510 seconds will show you which jobs/programs are remaining in the queue as others just drop off.

¢tK2aS GKIFIG adre Ay adrds®peltdr defranFa2ddidpdr dive.t 2y 3 (A YSE

EXT.OPS (B/LIVE MIS/117) - EVTF -0

Hho Is On The Oueues Hode: Q

Run QOueue
Progran Priority Device User
#+* No progran info e faio 4 J |

#*+ No progran info ### 418 4

Disk Oueues
Progran Priority Device User
ADM.PAT.zcus .usb.ssc.call .back. index.R.A.LIVE.NIS,5.66,15.85.26 4 18 18

Reconpile Job Info Group Info Priority Delete Group Hardcopy

Notes:
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Who.Q expanded view (Job Info)

-This routine H#owsyou to see the Directory and Program tied to those *** No program infojtitis as well as those

where it sates what is running. FromtheekaJt S | 02 @SY 6SQ@S RNARfft SR R2gy (2
unknown job that is running at a high priority of 4. From here we can view the Prefixes, Stacked, and Symbols tables t
see if they have any error information to provide, or just aresthread crumb closer to the routine that will point to the
culprit. There are entire chapters on error decoding from the Prefix/Stacked/Symbol tables. See Meditech SYSOP
manual for more.

[ EXT.OPS (B/LIVE.MIS/117) - EVTF o [

Job 214 Hac O Status HAITING FOR HETHORK HMESSAGE Priority 4 18 4 ==
Seg S Group Status SLAVE of group originated by job 148 on S

Dir IS.LIVE.HIS Pan Blk Device HOHE

Pan OP-RESP - OP Resp Error Pan Blk User USBBKGJOB
First Line

Programn Line

Stacked Sunbols Reconpile

Notes:
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The OPS Foreground monitor

-The OPS Foreground monitor allows us to run

multiple staps of activity on a given segment and watch how it is

trending in real time. We can also drill down into the specific jobs captured during the sampling jdstianother

way of getting at the information; but with a little more visibility on overall performance and narrowing down your focus

on suspicious jobs more quicklywhen workstation users are reporting poor response ratee Foreground Monitor
canhelp identify specific contributors and provide you with the tools to change its priority as well as delete the

offending job.

@ EXT.OPS (B/LIVE MIS/11T) - EVTF

=10

Foreground
.85 58

seconds

Sanples 12
Jobs Progran
72 HOX.zcus.extras.dr.menu
629 ADH.PAT.zcus.vusb.ans.call .back.
195 ADH.PAT.zcus.usb.chf .callbacks.
488 <SLAVE>
MRI.ICR.saved. icrs

SEGS
SEGS
<SLAVE>
<SLAVE>
<SLAVE>

Job Info

C-
J-

Notes:

Systen Monitor - Hachine S

index.R,A
index.R.A.LIVE.H

ADM.PAT.zcus.usb. ins.verification.

Group Info

NHumber of samples in which a job was found

28
Jobs

T[T
Disk 0

Device Disk

S 0
12 48
3 12
3 12

J

CPU
S 0
§)
§)
8
o8

User Priority

,LIVE.H

o i )

8
8
8
MICR.<6 PAT.. 1

I 88 8 8B
B B A

g D DL D D D

@@@@@H@@@@@

index2.R.A.LI

L DD D DE=-RD D

8
5
8
5
8

L D DL D D

SIPAT.3P HUR.A

Change Priority Delete

(: Percentage of total resource
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Monitoring the LPR printjueue:
¢ When printers are not completing their jobs in time for the next print job to come in, the print jobs will queue up.

This can delay discharges when patient packets are required, registrations when forms are needed, and some patient
orders and scptsthat still rely on paper output.This also impacts financial functions like claims processing and ancillary
support like the LAB work lists as well as specimen labels and patient wrist bands.

The LPR print queue allows us to zero in on a problemgsrind/e can halt and restart the queue, kill the locked job, or
begin troubleshooting the settings, connectivity, and end user environment (Powered On, Online, and has paper).
Recurring issues with the same printer also help draw attention to the needR® dza & G K+ G LINRA y (i S NI
use, sleep settings, PCL code issues, and in someqabes a printer is no longer needed. The numbers provide facts

to support printer consolidation and $avingRunning the Frorénd RP.STAT routine isveoed later in this document.

B £XT 0PS (EALIVEMIS/107) - WHITESTOTT 20121

LPR Wetuork Printer Quewe Status Repor!

LPR Printer Nueve Totals

LPR Printer Count

Total Jobs

4583
LLPRLSECHT

Cancel Reconpile

Notes:
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Monitoring the IST:

¢ When resources areverwhelmed or if there are problems with the various MAGIC databases updating each of the
segments, the IST count wih gp. A normal range would be anything below a count of 50 transmissions. A symptom
often reported by users in the example below is slow system response times or missing data (which results from the
gueue getting backogged as shown below).

What can bedone about it if found as high as this example?

View the LTR infacross each segment to see whijah is being processed. If the numbers are this high and the
database connectivity is not an issue, then we have a problematic job that should be haltaddiedsed. Then stop &
restart the IST and you should see the counts going back towards zero again.

E® EXT.0PS (E/LIVE.MIS/107) - WHITE,SCOTT =

1716 Readlng H
_ I

377 Readlng J

1954 Idling K

255 Idling

5083 Idling

1842 Idling

LTR Info Hagnify

Notes:

IST Status Report

Segnent Trans _Status Segrent Trans _Status Segrent Trans _Status

8 Sending
1295 Reading
1147 Reading
1414 Idling

Job Info Restart IST Reconpile
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Database Analysis ( DBA ):

¢ The DBA should be run at least once a month to compare datetstas and the integrity of the records stored in

your systems.lt also ensures that your backup system is backing up valuable and recoverable data instead of garbage.
This should be run prior to a compaction on your database. If the DBA resultsrinl@nog reported, workvith your

vendor to assess theriticality of the error(s). Once resolved, either run the DBA again until you have no errors
reported, or go ahead with the compaction if the error is immaterial.

R EXT.O0PS (E/LIVEMIS/ 107) - WHITE SCOTT

Current Backaround Dalabase Analuysis Reports for ALl Seaments
1502718 145614
Start Start Stop Stop Run Tine
Seanent Daie [ inge Dafe Ling DO:HH:NH Status Errors

griog 15/01/24 16:08 H9:00 Completed

24 0108 15081724 10:03 903 Lompleted

24 01:88 15/081/24 05:38 H4:380 Completed

4 01:00 15/01/24 B83:33 102:33 Completed

4 01:80 /81724 05:12 i04:12 Completed

pripa 15701 L] 02:59 Compleled

24 0180 15/ 4 1034 19:34 Completed

24 01:680 24 11:47 10347 npleted
gripg 15781724 0? 106 Completed
24 01:00 /01 /2¢ v ok 07:26 Completled

Eﬁhﬂlﬂ! Monitm

Notes:
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Database Compactian

¢ The Database Compaction is used to free up or recover unused space on your Meditech disks. When the compactotr
run, sites observe healthy gains is available storage spabeuwtithe need to add disks. This also helps with the
performance of disk writes due to the nature of organizing the used and available space in such a way that the data
writing processes do not have to search as long for sufficient free space.

B9 EXT.0PS (E/LIVEMIS/ 107) - WHITESCOTT

Data Structure Conpactor Hachine: A

Paraneters

Heekday Run Tine Schedule
) ! 1 | | Z._:
rgrrgrepredeehee ool b bl 0

Weekend Ron Tine Schedule
| | | ! 1 |

. . .. |
L S |

Type: Phusical
Stroctures: Seguent A

Lurrent Status

Started: 147107049 15353341 Finished: 14710789 20121114

Notes:
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Storage Analysis

¢ The Storage Analysis is helpful in monitorpogr remaining available storage space for the Meditech applications.

You can run the Compare routine toeskow fast you are eating up space, or confirm thatnfda maintenance

parameters are keeping the growth rate in check. This is also a good indicator eh&aymeport that uses what is

known as /Variables, and if they are large enough (Financg)dae wreak havoc with systems performance and

available disk space. Using the Compare and Recount routines repeatedly over the course of 15 minutes will quickly
uncover a problem job that needs to be addressed before you run out of space. This reatlise iised in planning the

next and subsequent projects, upgrades, and expansions. Failure to keep an eye on this will bite you in the end and t|
process of frantically trying to keep the systems from crashing, during the fire, is a thousand time®wgrsur team

than this proactive approach.

=i0ix]

Storage Analysis Seguent Svnnary Report
Block Counts For: Feb 18, 2815

Conpare braph Sorl Print Recount

Segrenlts Seguents
by Hane Rept lsed Free by Hane Rept lsed
124 4977053 3150947
124 43134496 3814504
niz24 3284211 484378
124 3199787 3975213
24 3445837 4682163

iz4 2486524 402176
124 5337647 7244353
uiz4 bl 15634 bS6636b
niz24 5183681 2944319
14 bY9371494 5644806

Notes:
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Serverless Backup Disk Check

¢ The Serverless Backup Disk Check is the fastest way to see if your storage array is being managed appropriately at
A0NY GSIAO GAYSEA 2F GKS oF O1dzLd O& Of So h¥ O02dz2NESS ¢S Qf
but OPS is the quickest way to check the status. This routine can also be used toshmala backup issue if your

backup solutin is failing to initiate the Fracture andf8gnch. If you can do both from this console, then your Meditech
SAN is fine, focus your troul#iooting on the other products instead.

Of course, you can also log into your Adeditech backup solution (Briégead, Networker, etc.) andork through
those tools; but this page is focused on the Meditech provided tools. See Bridgehead and other solutions further on in
this guide. See later pages for information on product specific backup solutions monitoririgiemance.

B EXT.0PS (L/UVEMIS/ 107) - WETESCOT Y = =10

Hanage Serverless Backup Disks on Hachine A
SAN Type: EMC CLARIION Storage Susten

Set name: A Base address: 8 4388000
Seguents: A Block Size: 16KB
Serveriess Backup on Machine A Is Enabled

Copy C-5-L Maglc Status Harduare Status

i | Disks are synchronized

Refresh Re-Establ Ish

Notes:
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Testing network connectivity from within MAGLC

Ct AYIAYy3I FTNRBY (GKS ¢g2Njadlrarz2yQa RSaijid2L) 2N O2YYlFYyR f A
your erd users are reporting slow response times or general performance issues, then gathering PING results from the
desktop as well as within Meditech can help determine if the problem is more network systemic or limited to the
Meditech systems network. Runniother applications from the remote desktops and comparing their performance to
aSRAGSOKQA LISNJF 2 NI y-éhboting: Xt the RING&et isk §uick and syiplé thick thiad givés
numerical evidence that is often needed when involving:

Network Vs.Meditech Vs.Workstation Vs.End User Perceptian

Machine: A PING a Remote Host IP Address: 128.1.8.1

Renote Host? 172.16.9.41

Sending echo request to 172.16.9.41

Echo Received from 172.16.9.41 (8 ns)

You can also run Tra€®ute to check hops through Meditech OPS.

Notes:
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OP&; Network File Check

¢ Running the Network File Check Summary after any systems changes/updates/upgrades in general is a very good
LIN OGAOS (G2 Lizi Ay LI OSo LOR adaA3sSad GKIFG e2dzth G f ¢
are contributing toend user problems and support calls. Prime example are the devices that have an unknown
destination or program. Mikeyed settings (transposed or otherwise) are easy to remedy in the device settings once
you are aware of them.

Machine A Hetuwork File Check Sumnmary Report Date 15/18/27

File Type Error Description Total
Devices MAlternate destination to an unknoun directory 1
Destination to an unknoun directory 11
Destination to an unknoun programn 18
Missing a description entry 6
Servers HMissing a description entry 419

RNl lMachines Seagments Servers Devices Recompile Print

Notes:

EVTE, Systems Monitoring & Maintenance - How to prevent problems before your clinicians run into them.
by: Scott A. White



OP£; Interrupt Activity-

¢ Running thdnterrupt Activity reportis hepful if you are seeing performance issues on the client workstations. In this
example, we were receiving reports of severe lag timen clinicians accessing apps that reside on our K segment.

After viewing CPU utilization and finding nothing out of ordinary there, we viewed this report and found that the disks
were pretty active compared to other segments where performance was nigsaie. This helps to focus the path of
remaining troubleshooting steps on processes that are querying asaseipdating records within Meditech. In other
g2NRazI R2Yy QiU -d&S2&Ktat RYRYA(GHKE ySig2 N causirlgdhy problém. K | &
2S Oly al@S (KIFG 2yS F2NJ GK2asS GAYSa oKSy ¢S OFyQd 7T

Interrupt Activity on A Interrupt Activity on K
System Counter Information System Counter Information
Average Frames Received per Second 6424 Average Frames Received per Second 6967

Average Frames Transmitted per Second 8279 Average Frames Transmitted per Second 7210
Average Disk Reads per Second 6 Average Disk Reads per Second 314
Average Disk Writes per Second il Average Disk Writes per Second 251
Average Interrupts per Second 14703 Average Interrupts per Second 14736
Total Device Specific Samples 4285140 Total Device Specific Samples 3984950

System Device Pct of Interrupts System Device Pct of Interrupts

Ethernet transmitter 97 Ethernet transmitter 40

Ethernet receiver 2 Ethernet receiver 2

Controller 2 0 Controller 2 57

Notes:
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Managing ADM Locks

¢ TheADM Locks routine is a good tool for catching those lost or crashed jobs that create locks on records as well as
GNRdzof SaK220GAy3a Oltfta FFG4SNI GKS FIFOdo l'a asSSy Ay (K
part of the patent access routines. Some locks are healthy, in that they are LIVE jobs where the record is in use and
should not be terminated. However, in the circled example below which shows a locked job that is approximately 24
hours old, it is best to clear thisdk preemptively to prevent problems for the next person that needs to use this record
downstream. The benefits to doing this are: reliable access for the next person on this record, one less overnight phor
call to I.T. support because of a locked recandreased confidence in the systems by the end users, reduced costs in
NHzy yAy3a (GKS o0dzAaAAySaa ¢gKSy &2dz  NByQd F2NOSR (2 G2dzOK
teams ability to avoid these unplanned distractions.

F ADMSAA ()/LIVEMIS /109/SAA) - WHITESCOTYT

Segment
User Additional Information

["1/PATIENT  {4RA NX1000100003 {J | 23/ Yow PC X .2 [03/02/15 (0856
MJD .JD [RCCTH MX0O100007

[2[PATIENT  [4AR HR1000100000 [J [ 185 | Your PC X .2 (03702715 (0924
[PAT.L805 [ACCTH HXON00D0)9

["3[PRTIENT  [4AR MX 1000100000 {J | 617 [Your PC X .2 [03/02/15 (8925
[AR .AR [ACCTH NHX01000059

["4PATIENT  [4AA NX1000100002 ] {769 Your PC X .2 [03/02/15 [0928
HJD .JD  [ACCTH NEW

Uy &= 31 A*ﬂﬂ:»x&é

| S[PATIENT  [4AA PX100010000% [ | 494 [Your PC X?.1  [03/01715 [0928
[J0.PHT  [RCCTH PXOC100DDI2

[ 6[PATIENT  [4AA PX10D10D002Z? ] | 885 | Your PC XI [p3/02/15 [p922
[OADLKGT  [ACCTH HEW

| 7 [PRTIENT |4 PR1000400005 lJ | 256 | Your PC X 2 [03/02/15 8927
[PAT.L805 [ACCTH NEW

Notes:
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aSRAGISOKQa 5101 wSLRa

AG2NE . FO13INRdzy R ¢ NI yaFSNI v dzSdzS

¢ The D.R. Transfer Queue is a nice tool for checking the status on the flow of data from each Mstlitecko the SQL
505 wSLR2aAG2NE® 2 KS
aS3ayvySyida tAaltSR Ay (K
thS SNNBNJ G9ELI YRSNI YAdaAy3IE KIayQid LINRGSYy (2 6S LI
NHzy @2 dzNJ NBO2y OAf Al GA
annualsched8 R NBoz220a 2F @

View Transler Backgrowed Job Status

Transfer Bkg Jobs

Yy 82dzNJ {v][ &SNBSNJ adlNIa I OGAay3

§ .1 O13INBdyR ¢NIYaATSNI vdzSdzSo

2y NBLRNIA gAGKAY 5owd | I Ayald
2dzNJ { v &aSNIBSN) G2 OftSIFINJIlFyeé aodz

5
&

Kem=mxSOTMMoOoOMOD

$1IRAD

Status Sleeping for 300 seconds - 62/18/15 2:05pn

Messages

W = 3t %LU oX<]

Errors

for more - Ctrl

X
State Hang Trace
[(82:13 30-300
0000 30-300
00:14 30-300
B0 :08 30-300
0016 36-300
03:43 30-300
01:49 30-300
00:19 30-300
g1:31 30-300
60:10 30-300
THI 30-300
00:15 30-300
Job# 455 Stop Transfer Type  Continuous
for more -Ctrf  —
—

Notes:
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LFGNROQE +#A&dzkf {YINIL . 2FNR . FO13aINRdzyR az2yAi2z2N

¢ The VSB Background Monitor is a great tool for duigiewing high level VSB activity across the organization. From

the example below, you can see that one of the smart boards has crashed. If you catch these before an end user logs
G2 dzasS A0z GKSYy @82d200S LINEIIFYRIK A2 6k SNIAFRIOK2 NILILD IA fOf
ever growing challenge of patient flow processes.

Wisual Smarthoard Background Jobs x| |
|_ Start Halt Refresh ListUsers Current Time 83720720815 B808:87 an
Active  List Last Cmpl Last

List Status Job Users Size Compiled Secs Started/Stopped
FAILFAXLAB COMPILING | 125 a 8 B83/19/715 89:84 AN 8 (18/688/14 64:28 Al
FAILFAXRAD IDLE 126 a 36 B3/26/15 B0:686 AH 18 [18/688/14 64:28 AH
HIGHRISK COMPILING | 189 2 61 [B3/26/15 BB:84 AN 2082 B81/29/15 B2:48 AN
HSKDIRTY COMPILING | 128 5] 8 83719715 11:59 PH 8 (187688714 64:28 AH
INFCONTROL COMPILING | 111 8 186 B3/26/15 BB:88 AH 288 B81/29/15 B2:48 AN
INFEC-0P IDLE 138 5] 13 [83/7268/15 6B8:86 AH 33 (18/68714 84:28 AH
IP COMPILING | 381 14 179 83726715 B868:81 AH 312 B81/29/15 B82:48 AN
IP-DIET IDLE 82 5] 179 83719715 B89:23 PH 75 [81/29/15 67:26 AH
IP-DIS IDLE 132 (5] 22 83/26/15 B8:86 AM 7 (187688714 64:28 AH
HMHU IDLE 382 a8 7 83719715 B62:34 PH q182/17/15 86:59 AH
MHEC IDLE 165 6] 1 183726/15 66:86 AH 2 18/13714 12:52 PH
HHEC-LGHMON IDLE 387 3 1 |837268/15 668:86 AH 3 (81788715 B2:29 PH
HMHEC-RAD IDLE 136 5] 8 183719715 11:59 PH 15 |168/68/14 84:28 Al
HURSE ) O  168804/81/13 B88:55 A  1868061/681/15 18:11 Ak
OE IDLE 137 5 29 83726715 B8:86 AH 29 (187688714 64:28 AH
OE-HH IDLE 216 2 1 |837268/15 66:86 AH 272 81713715 B88:58 AN
OE.CUIS IDLE 139 2 1 183726/15 66:86 AH 1 168/88/14 684:28 AH
OP-RESP COMPILING | 148 q 8 83719715 B9:549 PH 3 (18788714 B4:28 AH

F2 Recompile List Last Activityedl Running main loop for normal

Notes:

EVTE, Systems Monitoring & Maintenance - How to prevent problems before your clinicians run into them.
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EDM Background Jobs / System Status

¢ The EDM Background jobs monitor is another cagénwvheel that allows you to see the current status of the
background jobs that interact with other tables within Meditech. Think of it as the listening port for transmissions
coming from each of the other tables/jobs you see listed below. If users pogtieg data not being present and you

4SS GUKS o601 O13INRdzyR 2206 NHzyyAy3a F2N) GKS GFrofS GKIFG &3
Sometimes it is the sending application that is not functioning and this snapshot will helpypine&i another variable

while trouble-shooting. Also, you can take the JOB numbers from this screen and use them to dig further into the
activity through the Edit/Display Job Status routine in OPS. Recompiling the view of the job and studying the Symbols
table will often demonstrate whether it is cycling through the records or HUNG.

DM.SAA (K/LIVEMIS/43/SAAR) - WHITESCOTT
E

Background Jobs

Currently Running? Job No  Status

Main Bkg Job Yes | 395 |IDLING
Clinical Bkg Job Yes | 98 |IDLING
New Results Bkg Job [Yes | 60 |IDLING
Statistical Bkg Job [Yes | 423 |IDL ING
Pharmacy Bkg Job Yes | 257 |IDLING
PCM Bkg Job Yes | 385 |IDL ING
Soundex Last Done |83/82/15 - 8916

Daily Processes

Last Started Last Finished Current Status

Midnight Run  [83/82/15 [83/82/15 [COMPLETED
Billing Compile  [83/82/15 183/82/15 COMPLETED

Notes:

EVTE, Systems Monitoring & Maintenance - How to prevent problems before your clinicians run into them.
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EPS Background Jobs

¢ The EPS Background Jobs status routine not only allows you to see the statesibf the background jobs; but it

also allows you to STOP & START these jobs. Sometimes a background job is simply stuck on a record and needs to
restarted, justike your PC does. You can tdke JOBhumbers from this screen and use theandig further into the

activity through theEdit/Display Job Status routine in OPS. Recompiling the view of the job and studying the Symbols
table will often demonstrate whether it is cycling through the records or HUNG.

E® EPS.SAA (I/LIYE.MIS/51/BHC) - WHITE,SCOTT =101 x{
v
When the background job {EPS BKG) is running: b 4
data is filed from clinical applications to EPS. ?
e ]
The background job is currently set to [RUN =
EPS BKG mmary Compile .ﬁ
Is the job running now? *
Which job number? v.
The current job status -
=
Transfer Job #1 Transfer Job #2 Transfer Job #3 =
Is the job running now? [ No 1t
Which job number? [ 3
Transfer process status [ =%
Transfer entries to be processed :
v

Do you want to set the background jobsto  [STOP 2|

Notes:
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LAB Telecom Status

¢ The LAB Telecom Status routine is used to manage the general delivery function and status of all Telecom reports th
are processing. You can see if it is running and processing LAB reports for deliveither HALT or START these
background jobs from the same screen. When users report that LABsrase not being printed/faxetb providers, we
check this screen along with the Report History to see if it is running and what it has attempted tdfssottling was

sent; but should have beenyou can reset the Telecom jobs here by shutting them off, and then a few minutes later,
turning them back on.

F® LAB.SAA (C/LIVE.MIS/495/SAA) - WHITE,SCOTT , I [=] 5
Enter/Edit Telecom Status ] 4] o/
X
LAB Monitor Status 2?
- ]
Schedule Last Activity Eg
Schedule Process Status
Schedule Process Off? 'ﬁ
*
Batch Process Status ‘{
Batch Queue Count -
Batch Process Off? iy
Max# Batch Process Jobs s
1}
Print Process Status 3
Print Queue Count T
Print Process Off? :
Max# Attempts To Print R4
HHMM Between Attempts

Notes:

EVTE, Systems Monitoring & Maintenance - How to prevent problems before your clinicians run into them.
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LAB Telecom continued Telecom Device Reset Errors routine.
,2dzQf f Ffaz y20A0S (GKS loAfAde (2 NBAaASG aLISOAFAO aNBI

This routine allows you to not only reset the failed job; but to also reroute to an alternate site &n¢ encountering
issues with the original site.

t LAB.SDA (C/LI¥YE.MIS;/332/SSA) - WHITE,SCOTT

&
%

x| v
Schedule Process |RUNNING |[TUE-1732 x
Batch Process |[RUNNING | 1 Batches Processed By [4 Job(s) ResetAll? [ 2
Print Process  [RUNNING | 2 Batches 5
~ Batch# b
Device Class Err Status Seg Job Site Telecom Report Reset @
TESTFAX FAX 8 |IDLE Gii
I .LABHAL1 HHALAB 8 |INACTIVE
Il .0CCHED .P1 WISI.OCISED1 8 DISABLED *
I .0CCHED .P2 HACURGLAB 8 |IDLE ‘ﬁ‘
W.PH.PI NHARAC 18 [FAILED .
HWNAEG .P1 HAARREG1 8 |IDLE -
HESTHFP1URDZ HESTHFP1UR | 8 |IDLE ey &
HESTHAP3BARI BACIATRICC | B8 |IDLE e
HESTHFPHD3 BARCHOU 8 |INACTIVE ?
Notes:
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MRM / SCA ( Scanning and Archiving) Midnight Run:

¢ The midnight run.Did it run last night? Is it still running after 2 hours? Hvg is it taking to complete? Some are
doneintH YAy dziSa gKAES 20KSNAR GF 1S dzJ 2 v K2dzNE P LiQa
something changes and be able to key off of that change to proactively correct a problem &efeneuser runs into

it. If it is still running and is well beyond its usual-time, it may be stuck on a record or just plain crashed and needs to
be addressed.

Midnight Run Status _ x|

Mnr Last Started 8?/11/15  [0668
Mnr Last Finished  [87/11/15 [8152

Current Status [<F INISHED>
Current Record |

Again? |

Notes:
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MRM / SCA ( Scaimg and Archiving) Background Job Monitor:

-TheMRM/ SCA Background Job Monitor is used to confirm that we are receiving the data from the feeder applications
listed below. As seen in other background job monitors, we can tell when the last record vilad puio SCA. If you are
missing updates from other applicatioimsyour medical records, this is a good place to check for activity.

X

& MRM.SAA (F/LIVE.MIS/428/SAA) - WHITE,SCOTT -0

MRM Background Job Monitor

MRM Bkg Job Switch [N Status [RUNNING

Database Last Activity Switch Last Read/Last Queued

IABS . SAA [83/82/15 8932 [ON 183/82/15 B931: 5688111 XB56747716
183/82/15 B8931: 5688111 KB50747716

=B oX<

<

|ADM . SAR [83/82/15 8334 [ON 183/82/15 8934 CEN 1374398479
183/82/15 8934: CEN 1374398479

[MRH . SAR [63/82/15 8934 [ON [83/82/15 B334: 38311066
(83/82/15 8934: 3831186

“Wr == 3 ¢

Notes:
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MRM Forms Queue Backaund Monitor

-The MRM forms Queue Background Monitor demonstrates which specific records (forms) have recently processed. C
in the case, which one processes ldsty’ f Saa @2dz NB dziAf AT Ay3 Fft FaLSOoGa

needtolJr &8 F GGSyiAR¥y6e HKEBRBabyRSy2d 0S02YS IfIFNYSR 6KSy
in a few weeks. It is sometimes the case that not all areas regularly scan forms into SCA. However, if you are one of
those sites and scans EVERWNG in from every customertoutti2 A y 12 G KSy @&2dzQft gl yd 2

activity which is older than today.

Notes:
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